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Sussillo & Barak; Neural Comput. (2013), Fig. 3
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Opening the Black Box
unstable fixed points

stable fixed points

Sussillo & Barak; Neural Comput. (2013), Fig. 2
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• Dynamical Mean-Field Theory     Sompolinsky, Crisanti, Sommers; Phys. Rev. Lett. (1988)

• Activity statistics: temporal autocorrelation

• Chaos above critical connection strength 𝑔𝑐
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• Dynamical Mean-Field Theory     Sompolinsky, Crisanti, Sommers; Phys. Rev. Lett. (1988)

• Activity statistics: temporal autocorrelation

• Chaos above critical connection strength 𝑔𝑐
• State space & fixed points:

• Exponential number of unstable fixed points     Wainrib & Touboul; Phys. Rev. Lett. (2013)

• Where are the fixed points in phase space?
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• Random network → distribution of fixed points in state space

• Approach: Kac-Rice formula → random matrix problem

Distribution of fixed-point coordinates (of ~ 40,000 fixed points for N = 100)
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• Random network → distribution of fixed points in state space

• Approach: Kac-Rice formula → random matrix problem

Distribution of fixed-point coordinates (of ~ 40,000 fixed points)

peak at zero:

fixed points in the span

of a subset of the axes
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• Distance from origin in state space

• Dynamics: Zero-lag autocorrelation from Dynamical Mean-Field Theory

• Fixed points: From distribution of fixed points
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• Distance from origin in state space

• Dynamics: Zero-lag autocorrelation from Dynamical Mean-Field Theory

• Fixed points: From distribution of fixed points

“dynamics shell”

“fixed point shell”



Linearized Dynamics
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Jacobian spectrum at fixed points Radial eigenvalue distribution



Summary & Outlook
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• Analytical calculation of fixed point distribution for random recurrent network

• Located in the span of a subset of axes; radial separation in state space

• Linearized dynamics (Jacobian)

• Structural backbone for sequence processing     Rabinovich, Huerta, Laurent; Science (2008)

• How does training shape the state space structure of the network?
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Kac-Rice Formula
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Kac-Rice formula

Counting fixed points



Velocity & Jacobian Statistics
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Random Matrix Problem
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Kac-Rice formula



Fixed Point Distribution
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Distribution of Coordinates
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Number of Fixed Points
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Strogatz – Nonlinear Dynamics and Chaos, Fig. 9.3.2 Page 22

Lorenz Attractor

unstable fixed points


